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1
Introduction
Solutions for KI#1 (discovery of edge application server) consist of procedures with many similarities, but also some differences due to various explicit and implicit criteria. Many solutions discuss DNS based mechanisms and how to handle various flavors of DNS. 
Solutions for connectivity models 1, 3 converge across most solutions. For connectivity model 2,  there are broadly two different approaches that may be driven by assumptions on network capability and trust between domains. One approach assumes tight integration between 5GC and application domain, and in this case, DNS is inspected and used to set up service routes. The second approach is neutral about 5GC/application domain integration and treats DNS as any other application protocol. Both address network enablers needed for KI#1 and the proposal here is to specify capabilities that cater to both cases since they are driven by different needs. Other enhancements proposed in the solution include URSP and DNS client subnet option, all of which are discussed below.
2
Discussion

As noted in the introduction section, there are two approaches to setting up service routes that cater to different sets of network capabilities and expectations. 
For connectivity model 1 (distributed anchor point) and model 3 (multiple PDU sessions), service routes can be programmed using a combination of IP routing protocols (BGP, etc) and application layer redirection. This is specified in solution 5, [Tencent service switch], and others. 

For connectivity model 3 (multiple PDU sessions), when there are multiple interfaces in the UE to choose from, the application may be able to select the correct interface using URSP or pre-configured rules. This should be studied further and URSP message flow should be specified.
For connectivity model 2 (session breakout), service routes cannot be programmed using an IP routing since they have to be steered in between. Traffic filters that steer traffic on a per service basis need to be programmed in the ULCL. In this case there are two approaches proposed and cater to different expectation in terms of 5GC and application domain integration:
· (A) Service Route programmed during DNS Query: This case assumes that 5GC and application domain are integrated and have high levels of trust. Traffic filters for each service is bootstrapped during DNS query (after PDU establishment). PDU session is modified using initial service discovery (DNS) information.
· (B) Service Route programmed during PDU session setup: This case is neutral about 5GC and application domain integration and needs limited amout of trust. Traffic filters for each service is configured using AF traffic influenced route and installed in ULCL during initial PDU session establishment.
Characteristics of each of the solution groups is outlined below:
	(A) SERVICE ROUTE PROGRAMMED DURING DNS QUERY
	(B) SERVICE ROUTE PROGRAMMED DURING PDU SESSION SETUP

	 Prior to PDU session establishment:
Application route information is configured in local DNS resolver/ LDNSR (e.g. SMF, AF DNS).
	Prior to PDU session establishment:
Application routes are configured in PCF using AF influenced routes (extension to 2.3502, 4.3.6.2). UE has static or Rel 16 URSP configuration of DN during registration.

	PDU session establishment:
Rel 16 mechanisms specified in 23.502 
	PDU session establishment:
Rel 16 mechanisms specified in 23.502. This includes programming traffic filters (PCF->SMF->ULCL) per service route.

	After initial PDU Session Setup:
DNS request steered based on FQDN. 
DNS inspected by LDNSR uses location to install per-service route.
PDU session modified to add ULCL, local PSA.
Traffic filters setup based on DNS inspection.
	After initial PDU Session Setup:
all application messages are treated the same. If traffic filter for service exists in ULCL, it is steered to the local DN.

	DoH supported only when tight integration between 5GC and application domain exists.
	Transparent support for Do53, DoT, DoH

	Solutions: 1*, 2, 3, 4*, 6, [Intel DNS inspector]
	Solutions: 1*, 4*, 5, [Tencent service switch]


* Solution 1, 4 may apply in different scenarios.

All the solutions /connectivity models require support for DNS client subnet identifier (RFC 7871) at the network DNS resolver. The DNS resolver should use the source IP address of the DNS query. If the option is added by the UE, it should be replaced by the network DNS resolver. Solution 4 provides alternatives for A (Service Route Programmed during DNS Query) to determine UE location and distance. Option B (Service Route programmed during PDU session setup) uses IP address of UE seen at UPF-PSA egress interface.
DNAI and local DN should be clarified in TS 23.501 since these concepts have significant implications for edge networks. Since security and other administrative policy is different for a local DN and local UPF-PSA, they would be deployed in separate network segments. A local N6 interface provides the abstraction to model the interconnection of the separate network segments. This distinction and the definitions should be studied further and clarified in TS 23.501.
Proposal:
The proposal for KI#1 is to add network enablers and specification to support the following:

DNS resolver that supports DNS client subnet identifier (RFC 7871). All the solutions /connectivity models require support for DNS client subnet identifier (RFC 7871) at the network DNS resolver. The DNS resolver should use the source IP address of the DNS query. If the option is added by the UE, it should be replaced by the network DNS resolver. Solution 4 provides alternatives for A (Service Route Programmed during DNS Query) to determine UE location and distance. Option B (Service Route programmed during PDU session setup) uses IP address of UE seen at UPF-PSA egress interface.

DNAI and local DN should be clarified in TS 23.501 since these concepts have significant implications for edge networks. Since security and other administrative policy is different for a local DN and local UPF-PSA, they would be deployed in separate network segments. A local N6 interface provides the abstraction to model the interconnection of the separate network segments. This distinction and the definitions should be studied further and clarified in TS 23.501.

For connectivity model 1 (distributed anchor point) and model 3 (multiple PDU sessions), service routes can be programmed using a combination of IP routing protocols (BGP, OSPF, etc) and application layer redirection. This is specified in solution 5, [Tencent service switch], and others. No new network support is necessary.

For connectivity model 3 (multiple PDU sessions), when there are multiple interfaces in the UE to choose from, the application may be able to select the correct interface using URSP or pre-configured rules. This should be studied further and URSP message flow should be specified.

For connectivity model 2 (session breakout), service routes cannot be programmed using an IP routing since they have to be steered in between. Traffic filters that steer traffic on a per service basis need to be programmed in the ULCL. In this case there are two approaches proposed and cater to different expectation in terms of 5GC and application domain integration:

A - Service Route programmed during DNS Query: 

This case assumes that 5GC and application domain are integrated and have high levels of trust. Traffic filters for each service is bootstrapped during DNS query (after PDU establishment). PDU session is modified using initial service discovery (DNS) information. Do53 classic DNS is supported while DoH is supported when the application and 5GC domains have high levels of trust.

For this option, a local DNS resolver (LDNSR) functionality is a new enabler that is placed in SMF/UPF. After initial PDU session establishment, the LDNSR inspects and requests 5GC to make dynamic changes to user plane path based on the FQDN in DNS query. The PDU session is modified to dynamically re-anchor the ULCL and local PSA.
LDNSR is the DNS resolver for the PDU Session. When an application decides its own DNS Resolver (e.g. in a DoH client), LDNSR is to be set as the DNS Resolver for the applications for which this dynamicity is desired.

FFS: the actual landing of LDNSR in SMF/UPF: whether that is entirely contained in SMF, and SMF and UPF interact using DNS forwarding over N4, or whether LDNSR is split between SMF and UPF and they interact using N4 PFCP session related procedures (enhancements may be needed).
The LDNSR is provisioned with the FQDNs of the EC Applications that require this coordination. DNS query is sent for resolution after adding an ECS that points to the candidate Edge PSA(s) for the FQDN and user location. Connectivity is modified triggered by the FQDN in the DNS Query. A PSA is selected closer to the edge and set using ULCL insertion. DNS Query is redirected to a Local DNS resolver after the ULCL is provisioned to do steering oto the local N6 accesses for the Application Traffic and for the DNS Traffic sent to the Local DNS Resolver (on DA). An Anycast IP address could be used for the Local DNS Resolver.
For DNS queries for which FQDNs are not provisioned, the LDNSR simply sends the DNS forward for resolution. It takes no further action. This may also be the case for provisioned FQDNs if none of the procedures applies, e.g. due to location conditions. 
B - Service Route programmed during PDU session setup: 

This case is neutral about 5GC and application domain integration and needs limited amout of trust. Traffic filters for each service is configured using AF traffic influenced route and installed in ULCL during initial PDU session establishment.
Application routes are configured in PCF using AF influenced routes (extension to 2.3502, 4.3.6.2) and the UE has static or Rel 16 URSP configuration of DN during registration. Following PDU session establishment, all application messages are treated he same. If a traffic filter for the service exists in ULCL, it is steered to the local DN. Since there is no inspection of DNS messages, this option is less dynamic since it expects policy to be configured before PDU session establishment. However, there is less processing during DNS lookup and it supports Do53, DoT, and DoH transparently.
In this case, the AF influenced traffic routing procedures  in TS 23.502 should be enhanced to support the addition of service addresses and list of gateways of local DNs where the service is deployed. With the help of OAM, 5GC procedures should be able to associate DNAIs that are proximate to the local DN gateways and store in PCF.
Rel 16 procedures are sufficient for SMF to fetch policies from PCF based on DNAI during PDU session management. No N4 changes are required for SMF to provision traffic filters at ULCL with service address.
No changes are required to DNS resolver, hosting locations or caching mechanisms in either the MNO or UE to support Do53, DoT and DoH. Provisioning of metrics to use with DNS client subnet option proposed in solution 5 may be provided using OAM,  other data sources or considered in other study items. It is not considered further in this study.
In conclusion, KI#1, all DNS resolvers in MNO domain should support client subnet option. The DNAI, LDN concepts and model should be specified in TS 23.501. In addition, the support per connectivity mode – LDNSR with proxy behavior, AF influenced routes to LDN and URSP extensions should be specified.
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Proposal

It is proposed to include the following updates in TR 23.748.
* * * * Start Changes * * * *
7
Overall Evaluation
Editor's note:
This clause will provide evaluation of different solutions.
7.1
Evaluation for KI#1

The proposal for KI#1 is to add network enablers and specification to support the following:

DNS resolver that supports DNS client subnet identifier (RFC 7871). All the solutions /connectivity models require support for DNS client subnet identifier (RFC 7871) at the network DNS resolver. The DNS resolver should use the source IP address of the DNS query. If the option is added by the UE, it should be replaced by the network DNS resolver. Solution 4 provides alternatives for A (Service Route Programmed during DNS Query) to determine UE location and distance. Option B (Service Route programmed during PDU session setup) uses IP address of UE seen at UPF-PSA egress interface.
DNAI and local DN should be clarified in TS 23.501 since these concepts have significant implications for edge networks. Since security and other administrative policy is different for a local DN and local UPF-PSA, they would be deployed in separate network segments. A local N6 interface provides the abstraction to model the interconnection of the separate network segments. This distinction and the definitions should be studied further and clarified in TS 23.501.
For connectivity model 1 (distributed anchor point) and model 3 (multiple PDU sessions), service routes can be programmed using a combination of IP routing protocols (BGP, OSPF, etc) and application layer redirection. This is specified in solution 5, [Tencent service switch], and others. No new network support is necessary.

For connectivity model 3 (multiple PDU sessions), when there are multiple interfaces in the UE to choose from, the application may be able to select the correct interface using URSP or pre-configured rules. This should be studied further and URSP message flow should be specified.

For connectivity model 2 (session breakout), service routes cannot be programmed using an IP routing since they have to be steered in between. Traffic filters that steer traffic on a per service basis need to be programmed in the ULCL. In this case there are two approaches proposed and cater to different expectation in terms of 5GC and application domain integration:

A - Service Route programmed during DNS Query: 

This case assumes that 5GC and application domain are integrated and have high levels of trust. Traffic filters for each service is bootstrapped during DNS query (after PDU establishment). PDU session is modified using initial service discovery (DNS) information. Do53 classic DNS is supported while DoH is supported when the application and 5GC domains have high levels of trust.

For this option, a local DNS resolver (LDNSR) functionality is a new enabler that is placed in SMF/UPF. After initial PDU session establishment, the LDNSR inspects and requests 5GC to make dynamic changes to user plane path based on the FQDN in DNS query. The PDU session is modified to dynamically re-anchor the ULCL and local PSA.

LDNSR is the DNS resolver for the PDU Session. When an application decides its own DNS Resolver (e.g. in a DoH client), LDNSR is to be set as the DNS Resolver for the applications for which this dynamicity is desired.

FFS: the actual landing of LDNSR in SMF/UPF: whether that is entirely contained in SMF, and SMF and UPF interact using DNS forwarding over N4, or whether LDNSR is split between SMF and UPF and they interact using N4 PFCP session related procedures (enhancements may be needed).
The LDNSR is provisioned with the FQDNs of the EC Applications that require this coordination. DNS query is sent for resolution after adding an ECS that points to the candidate Edge PSA(s) for the FQDN and user location. Connectivity is modified triggered by the FQDN in the DNS Query. A PSA is selected closer to the edge and set using ULCL insertion. DNS Query is redirected to a Local DNS resolver after the ULCL is provisioned to do steering oto the local N6 accesses for the Application Traffic and for the DNS Traffic sent to the Local DNS Resolver (on DA). An Anycast IP address could be used for the Local DNS Resolver.
For DNS queries for which FQDNs are not provisioned, the LDNSR simply sends the DNS forward for resolution. It takes no further action. This may also be the case for provisioned FQDNs if none of the procedures applies, e.g. due to location conditions. 

B - Service Route programmed during PDU session setup: 

This case is neutral about 5GC and application domain integration and needs limited amout of trust. Traffic filters for each service is configured using AF traffic influenced route and installed in ULCL during initial PDU session establishment.

Application routes are configured in PCF using AF influenced routes (extension to 2.3502, 4.3.6.2) and the UE has static or Rel 16 URSP configuration of DN during registration. Following PDU session establishment, all application messages are treated he same. If a traffic filter for the service exists in ULCL, it is steered to the local DN. Since there is no inspection of DNS messages, this option is less dynamic since it expects policy to be configured before PDU session establishment. However, there is less processing during DNS lookup and it supports Do53, DoT, and DoH transparently.
In this case, the AF influenced traffic routing procedures  in TS 23.502 should be enhanced to support the addition of service addresses and list of gateways of local DNs where the service is deployed. With the help of OAM, 5GC procedures should be able to associate DNAIs that are proximate to the local DN gateways and store in PCF.

Rel 16 procedures are sufficient for SMF to fetch policies from PCF based on DNAI during PDU session management. No N4 changes are required for SMF to provision traffic filters at ULCL with service address.

No changes are required to DNS resolver, hosting locations or caching mechanisms in either the MNO or UE to support Do53, DoT and DoH. Provisioning of metrics to use with DNS client subnet option proposed in solution 5 may be provided using OAM,  other data sources or considered in other study items. It is not considered further in this study.

In conclusion, KI#1, all DNS resolvers in MNO domain should support client subnet option. The DNAI, LDN concepts and model should be specified in TS 23.501. In addition, the support per connectivity mode – LDNSR with proxy behavior, AF influenced routes to LDN and URSP extensions should be specified.

* * * * End of Changes * * * *
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